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STANDARDIZATION 
TO ADJUST FOR CONFOUNDING



Standardization - Shi2

LEARNING OBJECTIVES.

1.

2.

3.

4.
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PLAN FOR TODAY:
STANDARDIZATION.

1. Recap

2. Standardization without models

3. Standardization with models

4. Bootstrapping

5. Standardization example

6. Standardization versus IP weighting
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RECALL: 
CAUSAL QUESTION 
OF INTEREST.

1.

2.
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RECALL: 
MARGINAL CAUSAL 
EFFECTS.

1.

2.
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RECALL: 
CONDITIONAL 
CAUSAL EFFECTS.

1.

2.
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RECALL: 
IDENTIFIABILITY 
ASSUMPTIONS.

We need assumptions to estimate causal effects:

1.

2.

3.



Standardization - Shi8

A.

B.

C.

D.

POLL QUESTION 1: 
IDENTIFIABILITY 
ASSUMPTIONS.
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٠

٠

RECALL:
CONDITIONAL 
EXCHANGEABILITY.
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POLL QUESTION 2: 
IDENTIFIABILITY 
ASSUMPTIONS.

A.

B.

C.

D.
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RECALL: 
CONSISTENCY.
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RECALL: PUTTING THE ASSUMPTIONS TOGETHER.

٠

٠
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RECALL: METHODS TO ADDRESS CONFOUNDING.

1.

2.

3. ×
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MARGINAL EFFECTS 
IN OBSERVATIONAL 
STUDIES.

٠

٠
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PLAN FOR TODAY:
STANDARDIZATION.

1. Recap

2. Standardization without models

3. Standardization with models

4. Bootstrapping

5. Standardization example

6. Standardization versus IP weighting
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STANDARDIZATION TO 
ESTIMATE MARGINAL 
CAUSAL EFFECTS.

٠

٠

٠

٠
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٠

٠

٠

٠

٠

٠

٠
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ESTIMATING E 𝑌𝑎=1 .

٠

٠

٠

٠
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E 𝑌𝑎=1 AS A 
WEIGHTED AVERAGE.
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E 𝑌𝑎=1 AS A 
WEIGHTED AVERAGE.
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E 𝑌𝑎=1 AS A 
WEIGHTED AVERAGE.
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E 𝑌𝑎=1 AS A WEIGHTED AVERAGE: 
PUTTING IT ALL TOGETHER.
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E 𝑌𝑎=1 AS A WEIGHTED AVERAGE: 
PUTTING IT ALL TOGETHER.

These means are equal to 

E 𝑌 𝐴 = 1, 𝐿 = 𝑙

because the treated and 

untreated are exchangeable 

conditional on exercise
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E 𝑌𝑎=1 AS A WEIGHTED AVERAGE: 
PUTTING IT ALL TOGETHER.
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WE CAN CALCULATE 
E 𝑌𝑎 USING OUR 
OBSERVED DATA.

٠

٠

٠

٠

٠

٠
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INTERPRETATION OF 
STANDARDIZED 
ESTIMATES.

٠

٠

٠

٠

٠
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PLAN FOR TODAY:
STANDARDIZATION.

1. Recap

2. Standardization without models

3. Standardization with models

4. Bootstrapping

5. Standardization example

6. Standardization versus IP weighting
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STANDARDIZATION WITH MULTIPLE CONFOUNDERS.

٠

٠

٠

٠
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POLL QUESTION: 
STANDARDIZATION 
WITH MULTIPLE 
CONFOUNDERS A.

B.

C.

D.
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STANDARDIZATION: 
THE CURSE OF 
DIMENSIONALITY.

٠

٠

٠

٠

٠

٠
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WHERE DO MODELS 
COME IN WITH 
STANDARDIZATION?

Recall our formula for standardization:

E 𝑌𝑎 =෍

𝑙=0

𝐿

Pr 𝐿 = 𝑙 × E 𝑌 𝐴, 𝐿 = 𝑙

٠ We’ll first consider how to use models to estimate the mean 

outcome, conditional on treatment and confounders

٠ With multiple and/or continuous 𝐿s, we can use an outcome 

model:

٠ This is the same model that we saw in outcome regression!
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TRADE-OFFS WHEN USING MODELS.

٠

٠

٠

٠

٠

٠
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WHAT ABOUT Pr 𝐿 = 𝑙 ?

٠

E 𝑌𝑎 =෍

𝑙=0

𝐿

Pr 𝐿 = 𝑙 × E 𝑌 𝐴, 𝐿 = 𝑙

٠

1.

2.

3.

4.
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STANDARDIZATION USING STATISTICAL SOFTWARE.

1.

2.

3.

4.
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STANDARDIZATION USING STATISTICAL SOFTWARE.

1.

2.

3.

4.
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STANDARDIZATION USING STATISTICAL SOFTWARE.

1.

2.

3.

4.
٠

٠
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STANDARDIZATION USING STATISTICAL SOFTWARE.

1.

2.

3.

4.

෡E 𝑌𝑎=0
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PLAN FOR TODAY:
STANDARDIZATION.

1. Recap

2. Standardization without models

3. Standardization with models

4. Bootstrapping

5. Standardization example

6. Standardization versus IP weighting
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BOOTSTRAPPING TO OBTAIN 
95% CONFIDENCE INTERVALS.

1.

٠

٠
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BOOTSTRAPPING TO OBTAIN 
95% CONFIDENCE INTERVALS.

1.

2.

٠
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BOOTSTRAPPING TO OBTAIN 
95% CONFIDENCE INTERVALS.

1.

2.

3.

٠
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BOOTSTRAPPING TO OBTAIN 
95% CONFIDENCE INTERVALS.

1.

2.

3.

4.
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PLAN FOR TODAY:
STANDARDIZATION.

1. Recap

2. Standardization without models

3. Standardization with models

4. Bootstrapping

5. Standardization example

6. Standardization versus IP weighting
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STANDARDIZATION EXAMPLE.
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STANDARDIZATION 
EXAMPLE: 
BACKGROUND.

٠ Data: New York Social Environment Study

٠ Exposure: neighborhood smoking norms (proportion 

of residents who believe it is unacceptable to smoke 

cigarettes)

٠ Outcome: individual smoking behavior

٠ What are some potential confounders of this 

relationship?
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STANDARDIZATION EXAMPLE: ANALYSIS.
The authors included the follow variables in 

their model:

٠ Smoking norms (exposure)

٠ Smoking history

٠ Age

٠ Race

٠ Sex

٠ Marital status

٠ Birthplace

٠ Survey language

٠ Years lived in neighborhood

٠ Income

٠ Education

٠ Unemployed

٠ Smoking history × smoking norms
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STANDARDIZATION 
EXAMPLE: ANALYSIS.

Recall the four steps of standardization:

1. Expansion of the dataset

2. Outcome modelling

3. Prediction

4. Standardization by averaging
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STANDARDIZATION EXAMPLE: 
OUTCOME MODELLING.

The table on the left presents some of results from the author’s logistic 

outcome model*.

The authors present an odds ratio of 0.27 for neighborhood smoking 

norms. Is this a marginal or conditional effect?

*The authors actually use a generalized estimating equation logistic model to deal with 

clustering by neighborhood. For simplicity, we’ll treat it as a regular logistic model. 
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STANDARDIZATION 
EXAMPLE: 
STANDARDIZATION.

٠ Recall that we have a continuous exposure (proportion of 

residents who believe it is unacceptable to smoke cigarettes)

٠ Many possible counterfactual outcomes, e.g.

٠ What is one’s expected smoking behavior if 1% of the 

neighborhood residents believed it is unacceptable to 

smoke cigarettes (𝑌𝑎=0.01)

٠ What is one’s expected smoking behavior if 25% of the 

neighborhood residents believed it is unacceptable to 

smoke cigarettes (𝑌𝑎=0.25)
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STANDARDIZATION EXAMPLE 3: RESULTS.



Standardization - Shi50

STANDARDIZATION EXAMPLE 3: RESULTS.
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PLAN FOR TODAY:
STANDARDIZATION.

1. Recap

2. Standardization without models

3. Standardization with models

4. Bootstrapping

5. Standardization example

6. Standardization versus IP weighting
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IP WEIGHTING OR 
STANDARDIZATION?

٠

٠

٠

٠

٠

٠

٠

٠
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STANDARDIZATION 
WITH TIME-VARYING 
TREATMENTS.

٠ extends the standardization procedure 

that we’ve described to time-varying treatments and 

confounders

٠ Can be very computationally extensive

٠ See Chapter 21.2 of Causal Inference: What If for more 

information
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LEARNING OBJECTIVES.

1.

2.

3.

4.


